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Overview

• Introduction to OceanWorks and Apache SDAP

• Jupyter Integration

• Example Jupyter Notebooks

• Future Development
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Apache Science Data Analytics Platform (SDAP)

• OceanWorks is to establish an Integrated Data Analytics Center at the NASA Physical 
Oceanography Distributed Active Archive Center (PO.DAAC) for Big Ocean Science

• Focuses on technology integration, advancement and maturity

• Collaboration between JPL, Center for Atmospheric Prediction Studies (COAPS) at Florida State 
University (FSU), National Center for Atmospheric Research (NCAR), and George Mason 
University (GMU)

• Bringing together PO.DAAC-related big data technologies
• Big data analytic platform
• Anomaly detection and ocean science
• Distributed in situ to satellite matchup
• Dynamic datasets ranking and recommendations
• Sub-second data search solution and metadata translation and services aggregation
• Quality-screened data subsetting

• All code open-sourced as Apache Science Data Analytics Platform (SDAP)
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SDAP Cloud Analytics: NEXUS
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• NEXUS is a data-intensive analysis solution using a new 
approach for handling science data to enable large-scale 
data analysis

• Streaming architecture for horizontal scale data 
ingestion

• Scales horizontally to handle massive amount of 
data in parallel

• Provides high-performance geospatial and indexed 
search solution

• Provides tiled data storage architecture to eliminate 
file I/O overhead

• A growing collection of science analysis webservices
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NEXUS’ Two-Database Architecture

• MapReduce: A programming model for expressing 
distributed computations on massive amount of data and 
an execution framework for large-scale data processing on 
clusters of commodity servers. - J. Lin and C. Dyer, “Data-
Intensive Text Processing with MapReduce”
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Jupyter Integration

• Python 3 module for easy integration
• Source code: https://github.com/apache/incubator-sdap-nexus/tree/master/client
• API Documentation: https://htmlpreview.github.io/?https://github.com/apache/incubator-sdap-

nexus/blob/master/client/docs/nexuscli/nexuscli.m.html

• Exposes HTTP endpoints as functions

• Marshalls function input to JSON

• Unmarshalls server response to objects
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Subset
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Custom Processing
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Time Series
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Comparing Time Series
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Difference from Mean
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Difference from Mean with Error Bars
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HTTP Access

Greguska/JPL ESIP Summer 2018 12



National Aeronautics and 
Space Administration

Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California

Greguska/JPL ESIP Summer 2018 13

Current Development
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Current Development
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• Developed independently, all the major services in 
OceanWorks require Apache Spark cluster

• If OceanWorks simply deploy these services to 
Amazon, it will require dedicated Apache Spark 
cluster for each

• Too many cluster and very costly, since Apache 
Spark recommends high memory machine instances

• Looking at the Amazon’s EMR model.  It is designed 
to be a job execution solution, and the jobs could 
from different applications

• Apache Livy provides a RESTful interface to Apache 
Spark cluster.  It is a drop-in service to enable 
applications to interact with Spark cluster using 
RESTful api.

• The Apache Livy API also allows users to submit ad 
hoc map and reduce logics to be handled by the 
Spark cluster

• Through Apache Livy, scientists could use Jupyter
environment to design their analytic algorithms that 
will be executed in the OceanWorks’ Spark Cluster
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Current Development
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• Provide scientist a platform to develop 
algorithms to execute in OceanWorks’ 
Spark cluster

• A new OceanWorks’ RESTful service to 
offer flexible environment for researchers to 
experiment with their algorithms and our 
data, without having to deal with the 
complexity of Cloud and job management
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Conclusion
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• http://sdap.apache.org

• Questions?

http://sdap.apache.org/

